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Abstract 
 
Full coupling of physical processes, natural numerical coupling, and parsimonious but 
accurate data coupling are three key steps in efficient and accurate simulation of 
distributed hydrologic states in watersheds. Here we present a physically-based, spatially 
distributed hydrologic model (called PIHM) that utilizes all the three coupling strategies. 
Interception, snow melt, transpiration, evaporation, overland flow, subsurface flow, river 
flow, macropore based infiltration and lateral stormflow, as well as flow through and 
over hydraulic structures such as weirs and dams are some of the physical processes 
handled in the model. A semi-discrete, Finite-Volume approach is used to define the 
distributed process equations on discretized unit elements, in terms of a fully-coupled 
system of ordinary differential equations. An implicit Newton-Krylov based solver that 
utilizes adaptive time stepping provides a robust and stable solution. Data-coupling is 
aided by the use of constrained unstructured meshes, and a flexible data model 
incorporated within an open-source GIS tool (PIHMgis). The spatial adaptivity of the 
mesh elements and temporal adaptivity of the numerical solver facilitates capture of 
multiple spatio-temporal scales, allowing important insight into hydrologic process 
interactions. The implementation of the model has been performed for a mesoscale 
watershed in central PA (Little-Juniata Watershed, 845 km2). Model results are validated 
by comparison of observed and predicted streamflow and groundwater levels at multiple 
locations. The fully-coupled model unfolds a range of multiscale/multiprocess 
interactions including: 1) an apparent inverse relationship between fraction of total 
evapotranspiration rate due to transpiration and interception loss, 2) the role of forcing 
(precipitation, temperature and radiation), soil moisture and overland flow on 
evaporation-transpiration partitioning, 3) the importance of water table depth on 
evaporation-transpiration,  4) the influence of local upland topography and stream 
morphology on spatially distributed, asymmetric right-left bank river-aquifer interactions, 
and, 5) the role of macropore and topography on ground water recharge magnitude, time 
scale and spatial distribution. 
 
1. Introduction 
 
Surface water, plant water, soil and groundwater, and the atmosphere are linked 
components of a hydrologic continuum. Changes in one affect the other on a variety of 
spatio-temporal scales. These interactions are influenced by the different components of 
the “hydrogeologic environment” [73],[43] such as vegetation, topography, geology and 
climate. Clearly, vegetation influences the distribution and rates of water due to a wide 
range of processes, including interception, stemflow and transpiration [9], [37] and also 
contributes to formation of root holes which serve as flow ducts for macroporous 
infiltration and stormflow [80] particularly in forested catchments. By considering five 
watersheds with topography and geology varying from glacial, coastal, wetland, karst and 
riverine, and climate varying from semi-arid to humid Winter [81] observed that local 
physiographic controls significantly influence the magnitude and direction  of interaction 
between surface and ground water. Sometimes the interactions also modify or interact 
with the macro-scale hydrogeologic environment resulting in formation of wetlands [34], 
river meanders [60] and floodplains [56].  



 

 

 On the computational side, numerical modeling efforts which focus on simulating 
individual processes have made significant progress in recent years. Studies by Gottardi 
and Venutelli [31] and, Feng and Molz [28] for overland flow runoff; USACE-UNET 
[75], and Strelkoff [72]  for flow in rivers and Huyakorn et al. [40] and Paniconi and 
Wood [59] for modeling saturated–unsaturated flow in the subsurface provide good 
examples. More recently, distributed and fully coupled approaches to watershed/river 
basin simulation have become a major research effort. Perkins and Koussis [5], 
Govindraju and Kavvas [32] are examples of coupled surface-subsurface flow by 
considering the land surface as a boundary through which a flux exchange takes place. In 
these papers, it was observed that coordinating the interaction between coupled models at 
artificial internal boundaries posed a severe numerical challenge for transient system 
responses. Similar observations were also made by Brown [12] who experienced 
numerical difficulty in partitioning of rainfall between the microporous soil matrix and 
macropores and Refsgaard and Storm [63] who reported problem in convergence in 
MikeSHE [1] because of the need for synchronization of time steps for different flow 
components. According to Fairbanks et. al.[27], attempts at coupling hydrologic 
processes where each of the flow processes are simulated separately, using independent 
time steps and a mixture of explicit and implicit techniques such as in models like Tribs 
[41] results in numerically weak, inaccurate and unreliable solutions. Of the three 
established coupling methods [46] viz. a) a sequentially coupled approach in which the 
head for one system acts as a general-head boundary for the other system (b) a 
sequentially coupled approach in which the interaction flux is applied as a boundary 
condition to each model and (c) a 'fully coupled' or 'fully implicit' approach, the last one 
was found to be most robust and accurate [27]. The fully coupled solution also 
outperforms linked/iteratively coupled methods in terms of computational efficiency for 
highly interactive systems.  

Apart from considering multiple processes and full numerical coupling, another 
important problem for hydrologic simulation involves striking a balance between grid 
size or process resolution and the scale of computation [50]. Models based on structured 
grids are limited in terms of ingesting fine physiographic details particularly of linear 
features like rivers and watershed boundaries. This is due to the rigidness of a structured 
grid in terms of its shape, regularity and orientation in two principal directions only.  
Terrain and hydrographic features that are not oriented along any of the axes of 
rectangular grids are difficult to resolve without resorting to high spatial resolution 
discretization of the entire model domain or performing localized adaptive mesh 
refinement [7]. Vivoni et. al. [79], Kumar et. al. [50], and Qu and Duffy [61] have 
discussed the advantages of using Triangular Irregular Networks (TINs) and unstructured 
meshes over structured grids in terms of computational efficiency, flexibility and 
accuracy for hydrologic modeling. Among the new generation of physically based 
distributed hydrologic models such as InHM [77], MIKE SHE [33], MODHMS [58], 
PARFLOW-Surface Flow [48] and WASH123D [83], InHM and WASH123D use finite 
element methodology to solve for states on unstructured grids.  

This paper details the physical, numerical and data coupling framework of the 
Penn State Integrated Hydrologic Model (PIHM). All coupled hydrologic processes 
(evaporation, interception, snow-melt, overland flow, river flow, subsurface flow and 
macropore flow) are solved using a fully coupled numerical strategy on unstructured 



 

 

meshes. Spatial adaptivity of unstructured grids and temporal adaptivity of the numerical 
solver helps to resolve the full range of scales of process interactions over a simulation 
period. The model application is performed for a 2 year period in the Little Juniata 
watershed with area of 845 km2. 

 
2. Data Coupling: An Integrated Framework 

 
A data model is a useful way to incorporate a large number of physical data layers 

into the modeling framework, including topology definitions. Here we use a flexible 
“shared” data-model to enhance the access of raw GIS data structures directly by the 
hydrologic model, thus reducing the model setup time, and facilitating data integrity and 
concurrent data access [51]. The integration framework uses the data-model to define 
relationships between different data types and their relation to the physical model 
environment (discretized hydrologic domain). The framework supports all scales of 
hydrologic interactions by using adaptively constructed grids to capture the heterogeneity 
in the domain physical properties and processes. The decomposition grids are constrained 
Delaunay triangulations which facilitate efficient ingestion of different physical 
parameter fields, simply and accurately from a geodatabase. Some common constraints 
used during grid generation involve point constraints such as stream gage locations, 
weirs, VIPs (i.e.. Very Important Points after Chen and Guevara [15]), groundwater well 
locations, and line constraints such as subwatershed boundaries, land cover, and soil type. 
The advantage of point and line constraints is in reducing errors due to interpolation or 
geo-referencing of modeled data to observations. For example, Fig. 1 shows a domain 
decomposition of Little Juniata Watershed with and without constraints. The 
decomposition shown on left does not include observation stations as constraints, while 
the decomposition on the right does. This means that hydrologic states will be predicted 
exactly at the observation stations in the second case. Decomposition based on a line 
constraint also limits model parameterization errors. A parameter such as land cover or 
soil type can be used as a boundary or edge, defined by the sides of triangular elements.  
This ensures that a single land-cover/soil class exists within an unstructured mesh 
element thus limiting introduction of any additional uncertainty because of statistical 
averaging of multiple class types within an element [50].  For unconstrained situations, 
say when land-cover or soil classes are not used as a constraint, a mean parameter or 
statistic can be specified.  Local boundary constraints during decomposition can be used 
to specify regions with smaller mesh size, where faster hydrodynamics, steeper 
topography, or atmospheric forcing effects are expected. Similarly, meshes generated 
along the river can be designed to better capture the riparian dynamics and flood plain 
inundation. Apart from its advantage of computational efficiency and spatial adaptivity, 
unstructured meshes can be tailored to the complex geometries and physics of a given 
problem [50]. Algorithms for generating unstructured meshes using GIS feature objects 
and the advantages of resulting triangulations are discussed in Kumar et. al. [50].  
 Once the decomposition has been performed, soil, vegetation and hydrogeologic 
data is assigned to each element in the mesh.  In many cases, the data must be viewed, 
queried, analyzed or sometimes even reused while the simulation proceeds. Traditionally 
this step has been addressed using existing GIS tools and feeder data access interfaces. 
Here we have used the tightly coupled integrated framework called PIHMgis to manage, 



 

 

analyze, visualize and to define relationships between hydrographic units and their 
physical properties. Details of the GIS-PIHM integration (PIHMgis) can be found in 
Bhatt et. al. [6]. 
 
3. Physical Coupling: Semi-Discretized Process Equations  

 
PIHM uses a semi-discrete finite volume formulation for coupled hydrologic 

processes [61]. A generalized partial differential equation (PDE) of flow of a 
conservative scalar variable   in the hydrologic system is universally expressed as 


SgradU

t





)()(    (1) 

or the rate of change in   = (Convective Flux) + (Diffusive Flux) + (Source/Sink), 

where U  is the velocity vector,   is conductivity and S  is rate of increase/decrease in 

  due to sources/sinks. The system of process defining PDEs is then locally reduced to 
ordinary differential equations (ODEs) by integration on a spatial unit element. The PDEs 
are integrated over an arbitrary three dimensional control volume, iV  in the model 

domain as  
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By applying Gauss’s theorem on the convective and diffusive term on the right hand side 
of the Eq. (1), we obtain  

 



iijiji VAAV

dVSdAgradNdAUNdV
t  ).().(   (3) 

where N is the normal vector to the surface j of the control volume iV . As mentioned in 

the previous section, PIHM discretizes the watershed domain into unstructured elements 
(prismatic in 3D) and the river into linear elements (rectangular/trapezoidal in 3D), as 
shown in Fig. 2. This translates to the number of boundary faces j  = 5 for prismatic 
elements and j  = 6 for river elements. For notational simplicity, we represent convective 

flux ( U ) as fC


and separate diffusive flux ( grad ) into vertical (G


) and horizontal 

fluxes ( F


) respectively. This reduces Eq. (3) into 
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

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   (4) 

By integrating the individual terms in Eq. (4) and approximating the governing equation 

by its diffusive equivalents only (in this case by setting fC


= 0), we obtain a generic 

semi-discrete form of ODE that defines all the hydrologic processes incorporated in the 
finite volume of the model as 

iik
k

ij
j

i VSAFNAGN
dt

d
A 


 


..    (5) 

where  (L) is the average volumetric conservative scalar per unit planimetric control 

volume area iA  and S  is the average source/sink rate per unit control volume. Every 



 

 

prismatic volume (kernel) is a stack of 5 control volumes (Fig. 2). Eq. (5) represents the 

state variables coupled through vertical flux (G


) and lateral horizontal flux ( F


) terms. 
Similarly a river or channel kernel consists of 2 control volumes as shown in Fig. 2. 
Table 1 lists the vertical and horizontal flux terms associated with each state and 
identifies the coupled flux interactions between neighboring control volumes (both in 
vertical and in horizontal) through a process coupling function []f . Individual vertical, 
horizontal and source/sink flux terms listed in Table 1 can be directly replaced in Eq. (5) 
to evaluate the respective state equations. The coupling function []f  defined in Table 1 
shows that the coupling between processes such as interception-snow, interception-
unsaturated zone is “one-way” only, while interactions between unsaturated-saturated and 
river-saturated zone are “two-way”. Explanations of the symbols not described in the text 
can be referred to in Appendix I. Details of the vertical, horizontal and source/sink flux 
term calculations listed in Table 1 are discussed next. 
 
3.1. Throughfall Drainage  
 

The rate of throughfall drainage ( 5G


) depends on the interception storage depth 

( 0 ) by 

  5G


 = )]/(exp[ max00 bk  for max000    

         = ]exp[bk  for 0max00       (6a) 

where  max0  is the canopy water storage capacity (L) 

The drainage parameter b  (dimensionless) and k  (LT-1) are based on Rutter and Morton 
[66], who suggested b  ranging from 3.0 to 4.6, and k = 3.91 x 10-5

0  (in mm/min). 

max0  depends on LAI as   

max0 = LK x LAI      (6b) 

where LK is assumed to be 0.2 mm [22]. We note that the calculations performed above 
are "physically based" only in weak sense as they do not take into account the complex 
canopy architecture and so will be accurate for limited ranges of vegetation types and 
spatial scales. The ODE defining the changes in the depth of the water stored in the 
canopy is described by 

    )( 543
0 GGG

dt

d 



     (6) 

where 3G


 is )1(* sfvFrac   times the precipitation rate (LT-1), 4G


 is evaporation from 

canopy storage (LT-1), vFrac  is fractional areal vegetation cover in a control volume and 

sf  is snow fraction. 

 
3.2. Evapotranspiration  
 



 

 

Total evapotranspiration (ET) is the sum of evaporation [70] from the upper soil 

layer ( 8G


), from overland flow ( 7G


), from evaporation of interception ( 4G


), and 

transpiration ( 9G


). Total evapotranspiration is expressed as 

                                       ET = 4G


+ 7G


+ 8G


 + 9G


    (7) 

The vertical flux components in Eq. (7) are calculated as follows: 
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where satfl  75.0  is the field capacity,  sat  is saturated moisture content, g  is 

moisture content of the top soil layer and s  describes the influence of  the top soil layer 

saturation on evaporation from ground [69]. We note that saturation of the top soil layer 
is related to 3  though van-Genuchten relationship (Eq. 11a). Evaporation from the wet 

canopy is calculated by  

  4G


= r
zszapa eerCQ

vFrac 



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where r  is the area fraction of the wet canopy as calculated in [21]. Sub-linear 

dependence of r  on the ratio of 0  to max0  captures the increasing rate of evaporation 

of canopy water as the fraction of leaf area containing water decreases. Vegetation also 
influences ground-water by extraction of soil water by transpiration thus decreasing the 
amount of percolating water that reaches the saturated zone and increasing the capillary 
rise. Based on the formulation of [8], transpiration is independently calculated by  
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The bulk stomata resistance, sr (TL-1) of the canopy due to specific humidity gradient 

between leaves and overlying air depends largely on the minimum resistance, the 
available solar energy, the availability of water in the root zone and the air temperature 
[42]. In PIHM, sr  is obtained based on [22] as 
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where scR (MT-3) is estimated by Beer’s law as  

    ))exp(1( LAIRR ssc      (7f) 



 

 

and ref
sR (MT-3) is assumed as 30 Wm-2 for trees and 100 Wm-2 for grassland and crops 

[10]. s is the saturation in the active soil layer (Eq. 7b) for agricultural and pasture land 

and in the transmission zone for forest, controlled by root depth of each vegetation type. 

s accounts for the reduced activity of plants when the air temperature is very high or 

very low and is calculated according to 

    2)0.298(0016.01 as T     (7g) 

maxr , maximum stomata resistance is set uniformly to 5000sm-1. minr  is minimum 

stomata resistance. For the simulation performed here, minr  is obtained from the 
vegetation parameters used in LDAS as available on [47]. 
 
3.3. Snow Melt  
 

The basic snow melt ( 6G


) flux is based on a temperature index model equation 

represented by 

     6G


= Cs(Ta-Tb)     (8a) 

The melt rate coefficient Cs typically varies between 1.8 to 3.7 mm/oC. Air temperature is 
used to partition snow and rain [74] according to 
   sf  =1.0  Ta < Ts 

    =
sr

ar

TT

TT




 ras TTT      (8b) 

    =0  ra TT   

where Tr (=1oC) is the air temperature above which all precipitation is assumed to fall as 
rain, and Ts (=-3oC) is the air temperature below which all precipitation is assumed to fall 
as snow. The semi-discrete ODE representation of snow accumulation/melt is represented 
by 

    )( 63
1 GG

dt

d 



     (8) 

where 3G


 is sf   times the precipitation rate (LT-1). 

 
3.4. Infiltration  
 

Infiltration ( 0G


) is handled according to the approach of Freeze [29] by 

    0G


 = grad     (9) 

where 

)( 3K   
d

zz
grad u )()( 32 




   (9a) 

)( 3K  is the vertical hydraulic conductivity of the top soil layer [L/T], z  is the land 

surface elevation, uz the elevation of the top soil layer and d  is a specified vertical 

distance across which the head gradient is calculated. This coupling strategy is based on 



 

 

continuity in hydraulic head across the surface skin thickness (2 d ). )( 3K  is calculated 

using van Genucten equation (discussed later in Eq. 11a). 
 
3.5. Unsaturated-Saturated Flux  
 

The ODE defining the change in unsaturated zone soil moisture depth is given by 

10
3 GG

dt

d 



      (10) 

Flux between saturated-unsaturated zones is calculated using Richard’s equation [62] by 
assuming a vertical exchange across a moving boundary (water table interface). The 
approach is similar to [25].  The vertical flux at the water table can be approximated by 
(derivation details in Appendix III): 
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where )( 3uK  and S  of the unsaturated zone is calculated according to  van Genuchten 

[78] equation as 
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  and n in the above equations are van Genuchten’ soil retention parameters. Similar 
derivations for vertical flux using other SKu   relationships from Brooks-Corey [11], 

Srivastav and Yeh [71] are also incorporated in the model.  
 
3.6. Groundwater Flow  
 

 Lateral ground water flow 2F


 is governed by Darcy-type flow and the 
conductance and gradient terms between neighboring control volumes (shown in Fig. 3) 
are evaluated as 
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The ODE for head in saturated zone is written as 
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3.7. Surface Overland Flow  
 

The transient flow of water on the land surface ( 0F


) is estimated by either a 

kinematic wave or diffusion wave approximation to the depth-averaged shallow water 
equations. Assuming a negligible influence of inertial forces and shallow depth of water 

2 (L), the conductivity,   and gradient term, grad  in Eq. (3) for the diffusion wave 
approximation of St. Venant’s equation is calculated using Gottardi and Venutelli [31] by 
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where  s  is the gradient of overland flow head in the direction of maximum 

slope. s  for a triangular element is approximated by calculating the slope of the 

triangular stencil  [57] shown in Fig. 4. We reiterate at this point that overland flow flux 
is calculated between all neighboring elements of a triangle according to Eq. (4). The 
maximum slope calculation is performed only to calculate the diffusive conductivity term 
in (13). Details of the slope calculation can be found in Appendix II. We note that for 
triangular elements that are adjacent to channels, the triangular slope stencil is bounded 
by a channel element and the calculation of slope uses total heads from two neighboring 
triangular elements and a channel as shown in Fig. 4. Substituting the simplified 
conductivity and gradient relationships of Eq. (13) in Eq. (5) adequately resolves 
backwater effects and is applicable to flow on flat surfaces [23]. The kinematic wave 

approximation requires a different conductance term given by z
n

s
s


2/1

3/2
2

. The 

kinematic approximation while supported in PIHM is not considered in the simulations 
presented in this study. The semi-discrete ODE for overland flow depth reduces to 
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where 3G


 is (1- vFrac ) times the precipitation rate (LT-1). We note that  are 

conditional terms which exist only for the grids that are neighbor of a river element. The 
flux of overland flow across river banks, 1F


, is defined in the next section. []UW  is an 

upwind function which identifies the upstream head or flow-depth (out of its two 
arguments) for overland flow (and also for channel and groundwater flow that are 
discussed later in the text). For an overlandflow case, gradient of total overland flow head 
is considered positive from upstream to downstream.  
 
3.8. Surface Overland Flow to River  
 

Surface flow across the channel banks ( 1F


) is calculated using Robertson [65] as  

2/1
1 ]),)max[()((2
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2
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
  (15) 

where uz)(   and dz)(   are the upwind and downwind head respectively as 

characterized by whichever is the higher and lower head that exists across the channel 
bank. The downwind head is a boolean choice between total streamflow head head and 
river bank elevation depending on whether the bank is submerged or not as depicted in 
Fig. 5. 
 
3.9. Channel Flow  



 

 

 
Flow through a network of rivers and channels are characterized by the one-

dimensional diffusion/kinematic wave approximation to the St. Venant equations. The 
conductance and gradient terms are derived in a similar manner as in Eq. 10 as  
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The semi-discrete ODE defining the river flow is represented as 
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where 3G


 is precipitation on the river surface. 

 
3.10. Channel and Aquifer Interaction  
 

The channel interacts with aquifer through its bed and edges as shown in Fig. 2. 
Lateral flux exchange through the channel edges can be calculated by 

    3F


= ijgrad      (18) 

where conductance and gradient terms are  

effK   
ij

jbjiri
ij d

zz
grad

)()( 45 



   (18a) 

Flux exchange through the river bed follows the same equations as (18a) until the river 
aquifer becomes hydraulically disconnected after which the gradient is dependent on the 
head in river only [64]. 
 
3.11. Sub-Channel Groundwater Flow  
 

Ground water flow beneath the river interacts with the river as well as the 
neighboring aquifer elements. Gradient and conductance terms along and lateral to the 
channel are calculated as 

effK   
ij

jbjibi
ij d

zz
grad

)()( 66 



   (19a) 

ij

jbjibi
eff d

zz
KF

)()( 46

4





     (19b) 

The ODE defining the flow is written as 
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3.12. Macropore Infiltration  
 

Preferential flow through macropores in forested catchments such as root holes, 
cracks or pipes in soils, or through dissolution features, joints, and fractures in bedrock 
lead to large and fast infiltration and recharge to groundwater [2]. These macroporous 
features may result in bypassing of most of the infiltration from the surface soil layer 
directly to deeper layers. Even though the macroporous volume is small relative to the 
soil matrix (~ 1 % of the pore volume), the volumetric transport capacity can be 
significant to the overall flow. The critical pore size at which infiltration can be classified 
as macropore flow has been discussed in Beven and Germann [4]. 

Several studies have focused on approximating the macropore flow contributions to 
subsurface flow [39]. Vanderkwaak [77] used a dual continua approach by calculating 
heads and interacting fluxes in macropores and soil matrix separately and assuming 
Richard’s equation to be valid in each of them. Gerke and van Genuchten [30] and 
Mohanty et al. [53] studied the effect of macropores on soil hydraulic properties using 
multi-domain models. Here we follow a simpler dual-domain approach [36]. The 
approach represents an equivalent matrix-macropore system that is assumed to follow 
Richard’s equation with total infiltration/exfiltration rate to be equal to sum of matrix 

infiltration ( matG0


) and macropore infiltration ( macG0


) as shown in Fig. 6.  The net 

conductivity of the equivalent system is determined by the head difference that exists 

across the infiltration layer [16] as shown in Table 2. 0G


 and grad  in Table 2 are 

calculated according to Eq. (9) and  
    macVmatV KSKK  )1]([max     (20) 

We note that the conditional statement in the second row (in Table 2) means that if the 
water application rate on the soil surface is less than the hydraulic conductivity of the 
matrix, the water flow rate through the equivalent system will be limited by the 
application rate and the equivalent conductivity will be equal to the matrix conductivity 
at a given saturation. The third row defines the conductivity when the infiltration rate is 
greater than the conductivity of the soil matrix but less than maxK . The last row is the 

equivalent conductivity when the application rate is greater than maxK . In this case water 

will flow through both the matrix and macropores with majority of the flow contributed 
through macropores.  
 
3.14. Macroporous Stormflow  
 

In addition to the increase in soil infiltration capacity, a second effect of a 
macroporous soil is the possible lateral conduction of subsurface stormflow [55]. A 
macropore system with sufficient connectivity over a particular soil depth and distance 
leads to quick transmission of soil water as subsurface stormflow or interflow. The depth 
of this interflow layer is assumed to be the depth of the macroporous soil, which will 
depend on the vegetation type and root distribution, organic content and geologic 
structure. The net conductivity for lateral flow is dependent on the macroporous soil 
thickness and soil saturation given by: 



 

 

 ][)1]([ SKSKK macHmatHeq      (21) 

The percentage of macropore that becomes active is assumed here to be linearly 
dependent on the average saturation of macroporous soil layer i.e.     
    SSKSK macHmacH ].1[][      (21a) 

Given the relatively coarse spatial discretization that is used in the model application, 
lateral flow through karst fractures can be modeled as subsurface stormflow. 
 
3.15. Specified Flux or Head Conditions  

 
Specified flux, hydraulic head or mixed boundary conditions are implemented for 

watershed boundaries, river outlets, injections/withdrawals/controls and hydraulic 
structures like weirs, wells, dams etc. Dirichlet, Neumann or Cauchy boundary conditions 
[54] can be applied to any of the state variables on any of the element edges, both 
prismatic watershed elements and linear river elements. Typically specified conditions 
incorporated in PIHM are a) flow/no-flow condition (at watershed boundaries), b) critical 
depth boundary condition (at weirs, falls or flow into deep lakes) given by  

5F


  )( 5 wzg          (22a) 

where wz  is the height of weir and c) zero-gradient boundary condition (at the channel 

outlet in alluvial plans) given by 
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where A  is the cross-sectional area of channel, P is wetted perimeter and oS  is the slope 

of the bed.  
 
4. Numerical Coupling: Solution Strategy and Kernel Flexibility 
 
The local coupling of ODEs corresponding to each physical process forms the model 
kernel within the prismatic 3D element. Assembling the kernel over the model domain 
forms the global ODE system, assuring a fully coupled or direct numerical coupling 
procedure. All state variables are solved simultaneously and advance together at each 
time step. The time step is adaptively determined by the fastest time scale of the 
interacting processes. The strategy requires a stiff solver. Appendix IV details the 
mathematical explanation of stiffness arising in a representative coupled system and 
explains the limitation of the explicit solution methodology to solve such a system.  
 
4.1. Numerical Solver  
 

The Newton–Krylov implicit solver is a typical choice for large non-linear stiff 
ODE system [44], [45]. Here we use the CVODE solver [17] from the SUNDIALS 
package to solve the system of stiff ODEs. CVODE uses a combination of the Backward 
Difference Formula (BDF) with linear Krylov iteration, and a preconditioned GMRES 
algorithm [14]. Adaptive time-stepping and an order-adjustment scheme alleviate the 
computational burden posed by the implicit solver. The internal time steps taken by the 
solver becomes smaller in response to rapid changes in state triggered by precipitation 



 

 

events. Large precipitation events lead to generation of overland flow, resulting in 
increased interaction of surface-subsurface processes, thus further increasing the stiffness 
of ODE system. The solvers' treatment of stiff terms provides solutions which are 
accurate at slow scales and stable at fast scales (due to channel flow, overland flow and 
stream-aquifer interactions).  
 
4.2. Kernel Flexibility  
 

An important feature of the PIHM formulation is that its data structure remains 
isolated and independent from CVODE’s data structure. This approach allows the user to 
easily alter the system of equations in the kernel without having to manually change the 
numerical discretization. Multiple formulations can be activated simply using boolean 
switches on the right hand side of ODE. This provides the user a unique flexibility in the 
choice of process equations used in a particular kernel, depending on the model purpose 
or other computational constraints. As an example, for modeling large western 
watersheds with mountainous upland topography with dry valleys, the snow-melt process 
can be removed over part of the domain. The simplicity of using a “switch” without 
having to reformulate the numerical discretization is also useful for testing trial 
constitutive relationships and new theoretical formulations. 
 
5. Model Application: Site Description and Data Needs  
 
 Application of the PIHM model has been carried out for the Little Juniata River 
Watershed, located in south central Pennsylvania. The watershed size is 845.6 sq. km and 
is within the US National Weather Service (NWS) mid-Atlantic river forecast center 
(MARFC) area of forecast responsibility. The watershed is characterized by significant 
complexity of the bedrock geology and is a part of Susquehanna River Basin Hydrologic 
Observing System (www.srbhos.psu.edu).    
 
5.1. Topographic-Geologic-Climatic Framework of Little Juniata Watershed  
 

The topography of this region is characterized by mountains and north-east to 
south-west oriented valleys. There are four main streams in the watershed: Bald Eagle 
Creek, Spruce Creek, Sinking Valley and the Little Juniata River (see Fig. 1). The 
headwaters form the western boundary of the Susquehanna River Basin in this region. 
The Little Juniata River is the longest stream with length of 82 km. Physiographically, 
the watershed is within a transition zone between the Appalachian Plateau and the Ridge 
and Valley provinces. 

Topography ranges from 204 to 800m above sea level, with the slope ranging 
from 0 to 55 degrees. There are significant orographic effects in the region, with 
precipitation determined by both orientation and altitude of the terrain [38]. Prefrontal 
precipitation has a critical impact on snowpack conditioning and watershed rainfall-
runoff response during and after the passage of the front. Wintertime cold fronts 
consistently cause severe rainfall in the windward side of the orographic crest [3]. 
 The geology of the Little Juniata watershed consists of carbonate and siliclastic 
mix of around ten bedrock strata including: Argillaceous limestone (ArL), Argillaceous 



 

 

sandstone (ArS), Calcareous shale (CSh), Dolomite (D), Limestone (L), Mudstone (M), 
Quartzite (Q), Sandstone (S), Shale (Sh) and Siltstone (Si). The valleys of Spruce Creek 
and Sinking Valley are predominantly carbonates of limestone and/or dolomite, while the 
higher elevations are predominantly weather-resistant siliclastic sandstones and shales. 
Karst valleys dominated by sinkholes and forested headwaters contribute to the 
importance of macropore dominated flow regimes which may also be reflected in the 
streamflow hydrograph response during large storms.  
 
5.2. Distributed Data Sources  
 
 The heterogeneity in the distribution of land cover, surface and bedrock 
topography, hydrogeology, and atmospheric forcing, all impact the duration, timing, and  
dynamics of  interactions among the physical processes in the watershed. The necessary 
data sources for PIHM simulations are listed in Table 3.  Fig. 7 shows the spatial 
distribution of geology, soil, land cover, precipitation and elevation. The seven land cover 
types in this watershed are Evergreen-Needleleaf forest (Ev_NL), Deciduous Broadleaf 
Forest (De_BL), Mixed cover (M), Woodland (WL), Wooded Grass Land (W_GL), Crop 
(C) and Urban (U) with aerial coverage percentage being equal to 0.1 %, 73.8 %, 10.7 %, 
3.4 %, 9.0 %, 1.9 % and 0.7 % respectively. We will show that hydrology of this bedrock 
aquifer system is very sensitive to the diversity in land cover and geology, with very 
important effects on the patterns and timing of recharge and baseflow to streams. Within 
the vadose zone, unsaturated hydraulic properties for porosity are derived from sand-silt-
clay fraction and bulk density data obtained from the STATSGO soil database [52]. The 
Rosetta software [68] is used to predict hydraulic retention parameters and uncertainty 
range used in the Van Genuchten Eq. (11a). All types of physiographic, geologic and 
climate forcing distributed data and other topological relations are appropriately mapped 
to the model unstructured grid and discretized linear river elements in an automated way 
using PIHMgis [6].  
 
6. Stream Flow and Groundwater Head Prediction Results 
 
The model implementation is performed using a-priori parameters exclusively for soil, 
vegetation and other hydrogeologic properties.  A limited (manual) calibration was 
carried out to improve the fit of model to observations. The calibration was first 
performed on a steady-state solution using normal (long term average) climate forcing 
and then the subsurface conductivity calibrated parameters obtained from it were used 
during the transient calibration. The steady state calibration provides a long term water 
balance in terms of the “normal” or long term mean conditions for precipitation and 
evapo-transpiration from the land surface and vegetation. The steady-state solution also is 
used to reduce “spin-up” time for groundwater flow, and applying the normal 
groundwater spatial map as the initial condition in the transient solution. The transient 
simulation is conducted for a period of 2 years from Nov, 1, 1983 to Oct, 31, 1985. The 
simulation period was selected based on the availability of the maximum number of well 
data (both spatial and temporal) for calibration. The average precipitation during the first 
year of the simulation period was 2.8 mm/d which is almost identical to the long term 
normal precipitation of the basin.  



 

 

Model performance was initially assessed by comparing predicted ground water 
levels with observed values at 132 different locations (see Fig. 8). This allowed us to 
establish the overall scale and pattern of groundwater storage (depth to water table) in the 
model. Groundwater time series were only available at one location, although it was still 
useful for evaluating the timing of the seasonal cycle of groundwater level changes, and 
for event response on groundwater levels. Fig. 8 gives a comparison of the instantaneous 
observed and predicted ground water levels, and the location of observation wells. We 
note that these instantaneous observations were measured on different dates during the 
simulation period, and the regression pairs (observed and predicted) represent the same 
date. A total of 190 observations were available for the simulation period.  

During the transient calibration, surface and subsurface hydrogeologic properties 
were modified in order to capture the time scale of the recession limb of the streamflow 
and groundwater hydrographs. For simplicity and tractability, uniform calibration of 
parameters, meaning that a parameter type was nudged by a similar percentage all over 
the watershed, was carried out. Fig. 9 shows the modeled and observed ground water 
depth time series. As stated earlier, limited calibration was performed to achieve this 
match. Streamflow time series were available at the watershed outlet and at one internal 
gauging station (see Fig. 8b). Fig. 10 shows daily observed and simulated stream outflow 
for the Little Juniata River and Bald Eagle Creek. The simulated streamflow (Fig. 10) 
was again obtained by manual adjustment of individual soil and hydrogeologic 
parameters over the model domain while assessing the sensitivity of local streamflow to 
each parameter. The model captures the event scale and seasonal streamflow response 
reasonably well.   

The effectiveness for using a-priori data and a simple manual calibration for 
distributed models has also been discussed by [41]. The coefficient of determination, 
which explains the amount of dispersion captured by the modeled time series of the 
observed time series [49], for Bald Creek and Little Juniata is 0.7 and 0.74 respectively. 
The statistics suggest observed surface-discharge volumes and timings are reasonably 
captured with minimal calibration.  
  
7. Simulating Multi-Scale, Multi-Process Behavior   
 
 The goal of this research has been to explore whether fully coupled processes and 
a-priori data form a practical basis for application of integrated models at the mesoscale, 
and to further see if this model-data coupling strategy leads to any new or interesting 
results that might not be obvious from weakly coupled or uncoupled approaches. Recall 
that our approach is based on a direct or natural coupling of the equations within a finite 
volume or “kernel”. We show here several examples where unexpected dynamics emerge 
and that the predicted phenomenon is hydraulically plausible but will require new 
experiments to verify. We avoid interpretation of “emergent” or self-organized behavior 
at this stage since most of what we observe seems to be more simply explained (i.e. 
principle of “lex parsimoniae”). The simulation was run on an unstructured grid 
generated with a minimum spatial scale of 0.048 km2 for the watershed and 150 m for 
river while the minimum temporal discretization was set at 10-5 min. We remind the 
readers that depending on the dynamics of the interacting processes, the temporal 
discretization increases/decreases adaptively during the simulation. The spatio-temporal 



 

 

adaptive nature of the solution captures fine-to-large scale interactions between 
processes, topography and landuse/land-cover characteristics. Our focus here is on 
coupling behavior at event, daily, monthly and seasonal time scales. All of the presented 
results are for a 2 year simulation period from Nov 1983 to Oct 1985.   
 
7.1. Interception, Evaporation, and Transpiration Dynamics  
 

Interception, evaporation and transpiration are the primary controls on 
atmosphere-land surface exchange. These phenomena have been shown to be particularly 
critical to recycling of precipitation [26], and represent some of the most difficult and 
uncertain fluxes to evaluate at the watershed scale. In addition, the fully coupled model 
also allows us to explore how the details of land surface fluxes are related to the 
subsurface and stream response.  In particular we are interested in land surface flux 
partitioning that is related to water table recharge. Using a priori data from the NLCD and 
spatially interpolated forcing data from NWS gauge stations and PRISM [20], PIHM 
simulates each flux and the results are discussed in the next 3 subsections. 
 
7.1.1 Interception by Vegetation  

As expected, the pattern of forcing (precipitation, temperature, wind speed, and 
net radiation) and the leaf area index (LAI) for each land cover type were found to be the 
first-order control on the spatio-temporal distribution of interception storage. Fig. 11a 
shows monthly average variations of interception for individual land cover types and for 
the watershed as a whole. Average interception storage for each land cover type is 
positively correlated with their respective Leaf Area Indices (LAIs), shown in Fig. 11b. 
Evergreen Needleleaf (Ev_NL) is observed to have the maximum annual average 
interception while agricultural crops have the minimum annual average interception of all 
vegetation classes. Though higher interception storage of Ev_NL is the direct 
consequence of its larger LAI, we note that this appears to be over-predicted by the 
LDAS data set [47]. Overall, the integrated model shows a strong sensitivity to the 
vegetation type with the cumulative annual interception storage varying from 2 mm for 
agricultural crops to 90 mm for Ev_NL.  
 
7.1.2 Temporal Variation of Evaporation and Transpiration  

Evaporation can occur from interception, overland flow, and the top soil layer. 
Transpiration varies with each land cover type and differs in terms of eco-hydrologic 
controls, time scales, time of occurrence, quantity and atmospheric feedbacks. Fig. 11d 
illustrates how monthly variation of interception loss in PIHM is largely controlled by 
forcing (precipitation and the seasonal energy available for evaporation, shown in Figs. 
11b and 11c). In summer, average air temperature and solar radiation leads to higher 
interception loss, with maximum evaporation being in June. September and January 
demonstrate a warm and cold month with very low precipitation and low interception 
loss. Monthly variation of transpiration also follows a similar trend with highest and 
lowest values during summer and winter (October to March) respectively (see Fig. 11e). 
A closer look reveals an inverse relationship between the fraction of total 
evapotranspiration rate due to transpiration and interception loss as shown in Fig. 12a. 
With increasing wetted area of the plant canopy, water available for canopy evaporation 



 

 

increases. At the same time when interception storage increases, the leaf area that 
contributes to transpiration tends to decrease [67]. The inverse relationship is not valid 
for soil moisture, radiation and air-temperature induced limit conditions when stomatal 
resistance assumes extreme values. Overall, the integrated model shows a strong 
sensitivity to the vegetation type with the annual average ratio of P/ETactual in the range of 
1.75 to 2.6 from Ev_NL to agricultural crops. Evaporation from overland flow and 
shallow soil depth is often limited by the availability of moisture for evaporation. Since 
the monthly variation in precipitation pattern is not extreme and is reasonably distributed 
over the year, the seasonal variation in ground evaporation is largely due to incoming 
solar forcing as shown in Fig. 11f.  

The different time scales for the evaporative flux components (interception loss, 
overland flow, land surface, and transpiration losses) are clearly revealed in the 2-year 
daily simulation. In Fig. 12b we observe that evaporation from interception in the model 
has both a short time scale (in response to storm events) and a seasonal time scale that 
modulates the interception based on seasonal temperature. We note that the model 
produces evaporative fluxes year round. The relative average monthly contribution of 
each evaporation component is shown in Fig. 12f. Transpiration dominates the total 
evaporative flux in summer with its contribution being as high as 54 % and then 
decreasing to as low as 16 % of the total in winter, with an annual mean of around 34 %. 
An important predicted flux in PIHM is recharge to the water table. Fig. 12e shows that 
most of the water available for recharge to the watershed happens during winter. The 
effect of this on the water availability for the remainder of the year is somewhat complex. 
The winter and spring recharge moves as lateral groundwater flow, supplying rates and 
time scale of baseflow for the rest of the season. It also contributes to evapotranspiration 
where shallow water table conditions provide the principal source of soil moisture and 
vertical upward flow. We examine the spatial implications of a shallow water table on 
evapotranspiration rate next.  
 
7.1.3 Evapotranspiration Dependence on Topography and Groundwater  

Spatial variations of each annual evaporative flux components predicted in PIHM 
are shown in Fig. 13. Fig. 13a-b shows that transpiration and interception loss closely 
resemble the vegetation distribution pattern (Fig. 7f). Regions with Mixed Land Cover 
(M) have the highest interception and transpiration loss while regions with urban 
landcover (U) have the smallest losses (also observed in Fig. 11). The majority of the 
watershed is covered by deciduous broad leaf vegetation (De_BL), which has 
intermediate evaporative flux values. Evaporation from ground and overland flow 

( 87 GG


 ) has a spatial pattern (Fig. 13c) that bears a resemblance to topography (Fig. 

7e). At higher elevations, the evaporative losses from land appear to be lowest while the 
highest values are found at lower elevation. By plotting the evaporative flux components 
along an elevation transect (shown as red band in Fig. 13c) in Fig. 13e, we observe that 

( 87 GG


 ) have an inverse relationship to average ground water depth. Shallow water 

table conditions in the valleys (regions along the transect with lower elevations) result in 
higher evaporative losses since the capillary fringe supplies water to the unsaturated soil 
above the water table. The relationship is accentuated in regions of large elevation 
gradient. Thus topography and depth to groundwater add to the complex spatial pattern of 



 

 

evaporative losses which are primarily influenced by the spatial distribution of 
precipitation, heterogeneity of land cover/soil types and geology. 
 
7.2. Streamflow Dynamics  
 

Using the fully coupled formulation in PIHM, it is possible to explore a full range 
of river interactions with groundwater flow and overland flow. Our first finding is that 
the flow in a stream, the hydraulic dimensions, and the interaction of channel flow with 
the aquifer, apparently change at all scales within the watershed. PIHM simulations 
predict 7 separate fluxes for each stream reach in the model such as stream- aquifer 
interactions from right, left, upstream, downstream and beneath the channel and stream-
overload flow interaction from right and left. To demonstrate the point at the watershed 
scale, the predicted mean annual streamflow distribution map for the river network in 
Little Juniata watershed is shown in Fig. 14(a). Expectedly, flow in the main stem (3rd 
order) of Little Juniata River is the largest. The average flows in 1st, 2nd and 3rd order 
streams are 1.35E4, 7.83E4 and 3.975E5 m3/d respectively. In terms of the average 
annual flow there is a simple increase in discharge from headwater to outlet. We can also 
examine the annual flow-extreme maps for the network, by plotting the predicted 
maximum and minimum streamflow for each reach as shown in Fig. 14b and Fig. 14c 
respectively. There is huge seasonal variation in water availability in the stream with flow 
during driest periods to be only around 3 % of the flow amount during wettest periods. 
Overall, the predicted max, min, and mean all show a relatively smooth but decidedly 
different increase in flow from headwater to outlet. So one might ask the question, what 
are the combinations of baseflow and surface flow that produce this simple space-time 
pattern? Fig. 14d and 14e show the rates of base flow and overland flow per unit length 
for each stream reach (right+left bank) for the watershed. We note that the distribution is 
very heterogeneous with no simple relationship to stream order. Local examination shows 
that the balance of surface-subsurface contribution to the reach depends on the adjacent 
topography (slope, curvature, contributing area, etc.), vegetation type, and hydraulic 
conductivities of stream bed and the aquifer. A negative base flow is predicted in some 
reaches (Fig. 14d) indicating an annual loss of water to the aquifer within that reach. 
During drier periods, most of the stream flow (>95%) is contributed by baseflow. Fig. 14f 
shows the time series of the fraction of baseflow to streamflow for a yearly simulation. 
On an annual basis, 68% of the streamflow is contributed from baseflow.  
  
7.3. Groundwater Recharge  
 

Recharge, or the vertical flux of water to/from the water table is perhaps the least 
understood flux in a watershed. This fundamental flux is the essential component for 
sustaining groundwater aquifers and baseflow to streams, however it is for the most part 
unmeasured. The predicted recharge to the groundwater ( 1G


) is expressed in PIHM as a 

complex function of both the soil moisture/pressure and the height of the water table (see 
Eq. 11). Fig. 15a shows the predicted spatially averaged annual recharge time series for 
the Little Juniata. Positive recharge denotes vertical flux from the unsaturated to the 
saturated zone and negative recharge represents a loss from the water table. Negative 
recharge denotes a combination of  a) a high capillary potential in unsaturated zone due 



 

 

to evaporation/transpiration loss (upward flow), and b) exfiltration from shallow 
groundwater at the land surface. We observe that during summer (from July to October), 
a net negative recharge situation generally exists in the Little Juniata watershed. This 
implies a net flow of moisture from saturated to unsaturated zone caused by the negative 
potential created by evaporative and transpirative loss from shallow water table zones, 
seepage zones or wetlands. We also note that recharge events are rapidly varying in 
summer (changing signs from positive to negative within short time intervals) as opposed 
to winter (positive only). The slow variation in winter is because of the lower 
conductivity of frozen top soil layer which reduces the infiltration rate.  The spatial 
distribution of recharge is found to be closely related to land cover type, hydraulic 
conductivity of the soil surface and geology, and topography. Fig. 15b illustrates a large 
positive groundwater annual recharge component near the streams and adjacent valleys. 
At the higher elevations, net annual recharge is much smaller. Although we have limited 
data to verify the simulated results, the valley soils seem to have a strong macropore 
effect on recharge which is enhanced by overland flow from adjacent steeper terrain. It 
may also be that the valley limestone-derived soils tend to maintain water in the soil 
matrix more efficiently than upland soils (of finer grain size).  Recall that macropore flow 
in PIHM is initiated when the soil matrix is near saturation or when overland flow is 
occurring.   
  
7.4. Streamflow-Groundwater Dynamics and Local Topographic Control  
 

An important aspect of fully coupled processes in PIHM is the ability to examine 
details of exchanging water along the river or riparian corridor. For the Little Juniata we 
find that the simulated exchange of water between the channel and the local groundwater 
is quite complex and that a simple classification of gaining and losing channel reaches 
does not quite describe the dynamics over all time scales. We find that the classical flow 
exchange of groundwater and surface water is better described in terms of the relative 
frequency of gaining or losing channels. The 3 conditions are:   a) a predominantly losing 
reach (loses flow >90% of the time), b) a predominantly gaining reach (gains water 
>90% of the time), and c) an intermittent gaining/losing reach. Fig. 16a shows the 
distribution of the fraction of time over the 2 year simulation that each stream section 
gains water as base flow. We note that one minus the fraction of time the stream is 
gaining water represents the frequency of losing or non-gaining. In the Little Juniata 
watershed there is a large streamflow contribution from the baseflow, because of 
macropores and localized highly permeable (karst) geology, resulting in most of the 
stream sections being predominantly gaining for most of the year. On the average a 
typical stream section in the watershed is gaining 88% of the time during the 2 year 
simulation period. 1st order, 2nd order and 3rd order streams are observed to be gaining for 
increasingly larger times varying from 78% to 93% to 98% respectively. However, there 
are many reaches where predominantly losing flow is predicted by the model.   

Fig. 16b-d shows the baseflow hydrograph for the simulation period for three 
cases discussed above. Note that baseflow hydrographs are predicted independently for 
each side of a channel reach. This is important particularly in cases where there is a 
marked difference in groundwater head of the aquifer on the either side of the channel. 
This results in negative baseflow contribution to one side of the aquifer and positive base 



 

 

flow contribution to the opposite. Such a channel is referred to here as a “flow-through” 
channel. Occurrence of “flow-through” channels generally occurs where there is a sharp 
topographic change on opposite sides of the stream, or there exists a shallow 
impermeable rock layer on one side of the channel, or a high permeability zone on one 
side of the channel.  Fig. 16c shows an intermittently gaining reach which also happens to 
be “flow through channel” section. During wet seasons, the stream receives base flow 
from one side but then recharges the aquifer on the other side at higher rate due to local 
hydraulic gradients. During relatively dry periods “flow through” behavior of the reach 
continues, but the river experiences a net gain of water. During and shortly after large 
storm events, Fig. 16c shows that the river loses water through bank infiltration, thus 
reducing the flood level and recharging the aquifer. The volume of this bank recharge 
depends on duration, height, and shape of the flood hydrograph, as well as on the 
transmissivity and storage capacity of the aquifer and the permeability of the stream 
sediments. This successive discharge and recharge of the aquifer has a buffering effect on 
the runoff regimes of rivers [13] and is likely a critical but unresolved element in stream-
aquifer contamination. Overall, the intermittent gaining/losing behavior is common in 
many flow-through reaches in this watershed. Fig. 16d illustrates a predominantly losing 
stream. We note that such streams are more likely to exist on relatively steep hillslopes 
where groundwater level is always below the stream bed. These streams are often 
ephemeral with significant flow only during storm events. Fig. 16d shows the baseflow 
hydrograph in response to precipitation events, and that the stream reach loses flow 98% 
of the time.  

Fig. 17 illustrates the effects of stream morphology and stream order on the 
surface-groundwater exchange. The example shows how predominantly gaining 
tributaries can switch regime at the confluence with higher order channels. A conceptual 
model for this change in regime seems to depend on the seasonal conditions as illustrated 
in Fig. 17. During the wet or high runoff season, both the tributary and the higher order 
channel are gaining flow. However in the dry season, lower ground water table 
conditions lead to the tributary outlet switching to a losing channel. Thus it can be 
concluded that the distribution of predominantly gaining or losing and intermittent 
streams are highly influenced by the seasonal groundwater conditions and the local 
physiography [82]. This condition is also likely to be related to the timing, intensity and 
pattern of precipitation within each tributary in addition to the effects of landscape 
morphology. 
 
7.5. Seasonal Event-Based Coupled Dynamics  
 

Next we examine the impact of forcing and land interactions on the magnitude of 
runoff in different seasons. Fig. 18a-b illustrates two storm events (also identified in Fig. 
10) averaged for the entire watershed area, each of 10 days duration and with very similar 
intensity. The runoff hydrographs are for the watershed outlet. Event 1 takes place in 
winter (February) while Event 2 takes place in summer (June). The total amount of 
precipitation in summer event is in fact larger (9.4 cm) than the winter 1 (7.7 cm), 
although the streamflow generated for summer storm is much less. This difference in 
watershed response can be explained by the partitioning of precipitation (see Fig. 18c-h) 
as it interacts with vegetation (interception loss) and ground (evapotranspiration). Dense 



 

 

summer vegetation with large LAI, produces much greater interception storage (~ 0.199 
mm) in the summer. We also note that the higher summer temperature results in larger 
interception loss thus reducing the throughfall contribution to overland flow and 
groundwater recharge. Infiltration loss during the summer event is also larger due to the 
larger seasonal soil moisture deficit and generally lower water table. All this results in a 
net smaller contribution of baseflow (see Fig. 18g-h) and overland flow (see Fig. 18e-f) 
to the streamflow in summer, inspite of larger intensity storms. Overall, 
evapotranspiration, interception storage and initial watershed state play a crucial role in 
determining overland and subsurface flow response.  
 
8. Conclusions 
 
This paper presents the coupling strategy and a mesoscale application of the PIHM 
model. A range of issues that arise from the coupling of data, process and numerical 
solution are discussed. We note that the strategy for unstructured mesh decomposition, 
the local definition of kernel (system of equations), and use of an advanced implicit 
solver are critical elements of accurate and efficient modeling. We use an adaptive 
discretization methodology to resolve the necessary spatial scales in PIHM. By applying 
the model to simulate a mesoscale river basin, the Little Juniata watershed, we show how 
stream-aquifer interactions are a function of local topography, land cover, geology and 
soil type. Although there are many variables at work, the a-priori parameters used in 
PIHM, and the natural coupling of the equations lead to very plausible explanations and 
several useful predictions of the hydrologic, climatic and ecological conditions that exist 
in the Little Juniata throughout the water year. The time scales of process interactions are 
found to vary spatially and temporally. Evapotranspiration, and particularly interception 
loss is shown to play a crucial role in determining overland and subsurface flow response. 
Limited observed data for groundwater, and streamflow still allowed us to make an initial 
validation of the watershed dynamics and to make qualitative predictions for internal 
fluxes between all states in the watershed. New predictions in terms of distributed spatio-
temporal stream-aquifer interaction (gaining/loosing streams) maps, groundwater 
recharge maps, distributed stream flow maps and process separation at multiple scales is 
obtained. We attempt to make a case for the importance of an integrated modeling 
framework, which in the future will also require a new kind of observing system that can 
resolve and test the coupled dynamic predictions beyond the a-priori data used here. The 
integrated theory provides a new way to “explore” hydrologic states and can be used to 
develop scenarios of change for parameters, forcing data sets, and new descriptions of the 
physical processes. The success of this fully-coupled model in predicting the stream flow 
hydrographs at the outlet and internal points in a basin of this size (~900 sq. km) while 
also capturing process interactions within in the watershed at adaptively fine time scales 
lends credence to the potential of using fully coupled distributed hydrologic models for 
operational forecasting, water management, as well as a research and analysis tool to 
answer and unravel science questions.  
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Appendix 
 
Appendix I 
 
    Percentage area fraction of macropore  

dC    Coefficient of discharge (Dimensionless) 

paC    Specific heat capacity of air at constant pressure (L2T-2 1 ) 

    Slope of saturation vapor pressure curve (MLT-2 1 )  

je   Width of a triangular edge 
)( zsz ee     Vapor pressure deficit (ML-1T-2) 

sf   Snow Fraction 

vFrac   Fractional areal vegetation cover 
0F


   Lateral surface flux exchange (LT-1) 

1F


   Lateral surface flux exchange between overland flow and channel (LT-1) 

2F


   Lateral groundwater flux exchange (LT-1) 

3F


   Lateral flux exchange between channel and ground water (LT-1) 

4F


   Later groundwater flux exchange between sub-channel and triangular 

watershed element (LT-1) 

5F


   Flux exchange between river segments (LT-1) 

    Psychometric constant (ML-1T-2 1 ) 
g    Acceleration due to gravity (LT-2) 

0G


   Infiltration/Exfiltration rate (LT-1) 

1G


   Recharge flux between unsaturate zone and ground water (LT-1) 

2G


   Vertical flux exchange between channel bed and ground water (LT-1) 

3G


   Net precipitation flux to the canopy/ground/river (LT-1) 

4G


   Evaporation from canopy (LT-1) 

5G


   Throughfall drainage (LT-1) 

6G


   Snow melt (LT-1) 

7G


   Evaporation from overland flow (LT-1) 

8G


   Evaporation from upper soil layer (LT-1) 

9G


   Transpiration (LT-1) 

effK   Effective conductivity (arithmetic/harmonic mean of the neighboring 

conductivities 

eqK   Equivalent hydraulic conductivity of dual matrix-macropore system  

][SKmacV  Vertical macropore hydraulic conductivity  



 

 

4

4

4
1 5.0

)(

)(5.0 



 





 bus

s
b

usu
u

z
K

zz
KG



44

4

)(

))((2




ubs

busu
us KzzK

zKK






][SKmacH  Horizontal macropore hydraulic conductivity  

maxK   Maximum hydraulic conductivity of dual matrix-macropore system  

][SKmatV  Vertical matrix hydraulic conductivity at saturation S  

][SKmatH  Horizontal matrix hydraulic conductivity at saturation S  

uK   Vertical conductivity of the unsaturated zone 

jL   Length of a channel segment 

sn   Manning’s coefficient (L-1/3T) 
*Q   Net radiation (MT-3) 

ar   Atmospheric diffusion resistance (TL-1) 

S   Saturation of the unsaturated zone 

1S   Sink flux from ground water (LT-1) 
Sf  Surface Overland Flow (LT-1)  
Sfr  Surface Flow from Land to River(LT-1)  

aT   Air Temperature (T) 

Tb  Base Temperature (T) 
vFrac  Vegetation Fraction (Dimensionless) 

rz    River bed elevation (L) 

rbz    River bank elevation (L) 

bz    Aquifer bed elevation (L) 

zi  Surface elevation at ith control volume 
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Appendix III 
 
Using Richard’s equation and mass balance at the unsaturated-saturated zone interface as 
shown in Fig. 19 we get 
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Replacing us  in the expression for 1G
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 and using van-Genuchten’s S relationship 

(Eq. 11a) in the unsaturated zone we get equation 11  
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Appendix IV 
 
A representative non-linear “stiff” ODE system with a combination of faster and smaller 
time scales is 

   )( yg
dt

dy
 , 0)0( yy       (24a) 

where y  and g  are N dimensional state and functional vectors respectively. The right 
hand side of the above equation can be linearized to obtain  


dt

dy
)( yg = i

j

i y
dy

dg
 = JY  = YBA )(   

An example of one such stiff ODE system defined on a PIHM kernel is an interaction 
between overland and ground water flow processes. Assuming a shallow groundwater 
condition with direct interaction between surface and ground water, Eq. (24b) shows a 
simplified representation of process interactions on a model kernel i  that neighbors j  (in 
accordance with Eq. 5) using a 2-dimesional stiff ODE system with state 
vector ),( 42 y . 
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The eigenvalue of the  jacobian for ODE system in (24b) will be 
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We note that with typical values of the states and roughness and conductivity parameters 

in (24b), the ratio 
hKn 4

3/5
2

21 /



   means 21   . In the same vein, assuming that 

M eigenvalues of the total N  for the global ODE system (shown in Eq. 24a) are very 
large, the exact solution obtained from a first order explicit method [76] can be written as  
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where )(tyex  is the explicit solution. For the explicit solution to be stable, the following 

conditions need to be satisfied.    
 i  0|)1(|ln  ti    1|1|  ti   ||/1 it   

Since  ||..............||||.......|||||| 1321 NMM    , the stability of the explicit 

system will require ||/1 1t . For a stiff system with very large 1 , t  will be very 

small. We note that these stability requirements are in addition to the CFL stability 
condition [18] which depends on grid size, Courant number, velocity and depth of flow in 
other similar flow systems. On the contrary, the implicit solution [76] given by 
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is always stable for all ti  > 0. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

Figures 
 
Fig. 1. Unstructured domain decomposition of Little Juniata Watershed generated with 
(right) and without (left) the use of subwatershed boundaries and streamflow observation 
station as constraints. Note that in decomposition with the constraints, the observation 
station acts as a node of the river discretization element (right). The modeled flux 
location will be exactly at the gauge location thus appropriately accounting for the exact 
contributing area. Also the mesh boundary coincides with subwatershed boundaries 
(right) thus preserving necessary surface water flow directions.   
 
Fig. 2. Prismatic (top left) and linear River (top right) kernels constitute a model domain. 
We note that each linear river kernel is sandwiched between neighboring watershed 
prismatic kernel elements. A kernel is a stack of control volumes corresponding to 
different states. Process interactions across the control volumes faces (listed in Table 1) 
are also shown. Sub-paneled graphics correspond to control volumes for a) Vegetation b) 
Overland Flow c) Unsaturated Zone d) Saturated Zone e) River flow and f) Groundwater 
flow below river bed.  
 
Fig. 3. Groundwater flux across all the three prismatic kernel edges depends on the head 
gradient across it  
 
Fig. 4. s  for the unit element i in Eq. (13) is calculated by approximating a triangular 

stencil over neighboring elements. The graphic on the right addresses the case when a 
prismatic element neighbors a river. The expression for the gradient is in Appendix II.  
 
Fig. 5. Two cases of surface flow across the “weir/dam” type channel bank. Case on the 
left pertains to when river stage is lower than the river bank height while case on the right 
has river stage larger than the bank height. We note that for the both cases shown above, 

uz)(   in Eq. (15) will be (z+ 2 ) 

 
Fig. 6. Graphic on the left shows how PIHM defines the depth of macropores (macD). 
The surface “skin-depth” 2d is defined as the depth over which the infiltration is 
calculated. The conceptual model of infiltration/exfiltration based flow is shown in the 
right graphic where the system is divided into a dual matrix with micropore and 
macropore media 
 
Fig. 7. Distributed data map of a) Precipitation (Nov, 1983) b) Temperature (Nov, 1983) 
c) Soils d) Geology e) Elevation and f) Land Cover for Little Juniata Watershed. Data 
sources are listed in Table 3. 
 
Fig. 8. Modeled groundwater head (MGwH) vs. Observed groundwater head (OGwH) for 
the observation wells (shown in the lower graphic) for the 1983 -84 period of the model 
run. Data source for observed head:  http://nwis.waterdata.usgs.gov/nwis/gw 
 
Fig. 9. Modeled and Observed ground water depth time series. Data source for observed 
head:  http://nwis.waterdata.usgs.gov/nwis/gw 



 

 

Fig. 10. Observed and Modeled Streamflow at a) Little Juniata River Observation Station 
b) Bald Eagle Creek Observation station. Data source for observed head:  
http://nwis.waterdata.usgs.gov/nwis/sw 
 
Fig. 11. a) Average monthly interception storage for different land cover types. 
Expectedly, variation in interception storage is correlated with precipitation. b) Variation 
of monthly precipitation and LAI. c) Monthly average of incoming solar radiation d) 
Monthly aveage of evaporation from interception storage ( 4G


) shows signatures of its 

dependence on interception storage (maximum in August) and Incoming solar radiation 
(maximum in June e) Temporal variation in monthly transpiration ( 9G


) has a strong 

dependence on LAI and radiation. f) Monthly evaporation from overland flow and the 
upper soil layer ( 87 GG


 ) is found to follow annual cycle of temperature and radiation 

 
Fig 12: a) Variation of fractional loss components (transpiration and interception loss) 
with respect to total evapotranspiration. We note that when fraction of transpiration to 
total evapo-transpiration increases, the corresponding fraction of interception loss 
decreases and vice-versa. b) Annual variation of daily interception loss rate, 4G


 (Annual 

average 4G


 = 0.000288 m/d) c) Annual variation of daily transpiration loss rate, 9G


 

(Annual average 9G


 = 0.000466 m/d) d) Annual variation of daily evaporation rate from 

ground, 87 GG


  (Annual average 87 GG


 = 0.000387 m/d). e) Average monthly 

precipitation and evapotranspirative loss f) Relative percentage contribution of each 
evapo-transpirative flux component 
 
Fig. 13. Spatial pattern of annual average evaporation from a) canopy and b) transpiration  
closely reflect the vegetation pattern. (shown in (d)). Spatial pattern of ground 
evaporation (shown in (c)) strongly depends on the depth of ground water and recharge 
pattern. Figure (e) shows that the variation of evaporation from ground ( 87 GG


 ) along a 

transect across the valley (shown as a rectangular strip in (c)) follows an inverse 
relationship to ground water depth (and elevation). 87 GG


 are larger where there are 

shallow groundwater conditions (at lower elevations) and vice-versa. 
 
Fig. 14. (a) Spatial distribution of annual average flow in the stream network of Little 
Juniata Watershed. b) Maximum and c) minimum flow in each section of river. d) 
Baseflow (BF) and e) overland flow (OLF) contribution to river per unit length of stream 
varies heterogeneously depending on local topography and hydrogeologic properties. f) 
Base flow contribution (BF) to total streamflow (SF) varies temporally throughout the 
year. 
 
Fig. 15. The first graphic shows the temporal variation of spatially averaged recharge to 
groundwater for the entire watershed. The second figure is the spatial distribution of 
average annual recharge. We note that recharge is more often negative from July to Oct 
(with the exception of during and after storm events). This is the result of the significant 
negative potential created in unsaturated zone during the summer drought. On the other 
hand, localized high recharge rates (blue color, dark grey in black and white) are 



 

 

observed where convergent topography focuses surface runoff and infiltration in high 
permeability or macroporous soils and bedrock. These are likely sites for wetland 
conditions. 
 
Fig. 16. (a) Shows the percent of time each stream section is gaining (GS) during the 
period of simulation. Distribution of gaining and loosing sections of stream along with 
typical streamflow-aquifer dynamics for three cases viz. b) predominantly gaining, c) 
intermittently gaining and loosing and d) always loosing 
 
Fig 17: Complexity of flow at stream junctions. Mouth of the tributaries that drain to a 
large and deep river are prone to be losing reaches, particularly in dry conditions because 
of large depression created by the main river. Similar behavior is observed at multiple 
locations (marked by bounded rectangles in top-left figure) across the watershed. 
 
Fig 18: Nonlinear state effects on seasonal forcing.  Two events of 10 day duration each, 
one from winter (Event 1) and the other from summer (Event 2), produce markedly 
different hydrographs as shown in (a) for Event 1 and (b) Event 2. (c-d) show that the 
total evapotranspiration loss during Event 2 is much larger than for 1. Thus the net 
available water for overland flow (e-f) and base flow (g-h) to the river is less for Event 2.   
 
Fig. 19: Vertical cross-section of a subsurface control volume 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



 

 

Tables 
 
Table 1. Definition of coupling function and the lateral and vertical fluxes across the 
faces of a control volume. i and j  are indices of neighboring control volumes and 

 
denotes conditional terms which exist only for the grids that are neighbor of a river 
element. Explanation of symbols is in Appendix I. 
 
Table 2. Effective macroporous-soil infiltration rate modeled as a dual matrix-macropore 

system for different water application rate conditions. matG0


 and macG0



 are matrix and 

macropore infiltration rates. Explanation of symbols is in Appendix I 
 
Table 3: A-priori distributed data requirements for a PIHM model simulation and the 
sources from which distributed parameters were derived. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 
Table 1. Definition of coupling function and the lateral and vertical fluxes across the 
faces of a control volume. i and j  are indices of neighboring control volumes and 

 
denotes conditional terms which exist only for the grids that are neighbor of a river 
element. Explanation of symbols is in Appendix I. 
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Table 2. Effective macroporous-soil infiltration rate modeled as a dual matrix-macropore 

system for different water application rate conditions. matG0


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 are matrix and 

macropore infiltration rates. Explanation of symbols is in Appendix I 
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Table 3: A-priori distributed data requirements for a PIHM model simulation and the 
sources from which distributed parameters were derived. 
 
 

 

Feature/ 
Time Series 

Property Source 

Soil 

Porosity; 
Sand, Silt, 

Clay 
Fractions; 

Bulk Density 

CONUS, SSURGO and STATSGO 
http://www.soilinfo.psu.edu/index.cgi?soil_data&conus 

http://datagateway.nrcs.usda.gov/NextPage.asp 
http://www.ncgc.nrcs.usda.gov/products/datasets/statsgo/ 

Geology 

Bed Rock 
Depth;  

Horizontal 
and Vertical 
Hydraulic 

Conductivity 

http://www.dcnr.state.pa.us/topogeo/, 
http://www.lias.psu.edu/emsl/guides/X.html 

 

Land Cover 
LAI 

http://glcf.umiacs.umd.edu/data/landcover/data.shtml, 
http://ldas.gsfc.nasa.gov/LDAS8th/MAPPED.VEG/LDASmapveg.shtml; 

 
 

Manning’s 
Roughtness 

Hernandez et. al., 2000 

River 

Topology: 
From Node – 

To Node, 
Neighboring 

Elements; 

Derived using PIHMgis (Bhatt et. al., 2008) 

Manning’s 
Roughness; 

Dingman (2002) 

Coefficient of 
Discharge 

ModHms Manual (Panday and Huyakorn, 2004) 

Shape and 
Dimensions; 

Derived from regression using depth, width and discharge data from 
http://nwis.waterdata.usgs.gov/usa/nwis/measurements 

Forcing 
Precipitation, 
Temperature 

Gauge data obtained from MARFC. 6 hourly precipitation point data is 
spatially gridded such that it conforms to the monthly precipitation distribution 

map obtained from parameter-elevation regressions on independent slopes 
model (PRISM) (Daly et. al., 1994, 1997) 

DEM  http://seamless.usgs.gov/ 
Streamflow  http://nwis.waterdata.usgs.gov/nwis/sw 

Groundwater  http://nwis.waterdata.usgs.gov/nwis/gw 



 

 

 
 
 
 

        

          
Fig. 1. Unstructured domain decomposition of Little Juniata Watershed generated with (right) and 
without (left) the use of subwatershed boundaries and streamflow observation station as 
constraints. Note that in decomposition with the constraints, the observation station acts as a node 
of the river discretization element (right). The modeled flux location will be exactly at the gauge 
location thus appropriately accounting for the exact contributing area. Also the mesh boundary 
coincides with subwatershed boundaries (right) thus preserving necessary surface water flow 
directions.   
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Fig. 2. Prismatic (top left) and linear River (top right) kernels constitute a model domain. 
We note that each linear river kernel is sandwiched between neighboring watershed 
prismatic kernel elements. A kernel is a stack of control volumes corresponding to 
different states. Process interactions across the control volumes faces (listed in Table 1) 
are also shown. Sub-paneled graphics correspond to control volumes for a) Vegetation b) 
Overland Flow c) Unsaturated Zone d) Saturated Zone e) River flow and f) Groundwater 
flow below river bed.  
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Fig. 3: Groundwater flux across all the three prismatic kernel edges depends on the head 
gradient across it  

 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4. s  for the unit element i in Eq. (13) is calculated by approximating a triangular 

stencil over neighboring elements. The graphic on the right addresses the case when a 
prismatic element neighbors a river. The expression for the gradient is in Appendix II.  
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Fig. 5. Two cases of surface flow across the “weir/dam” type channel bank. Case on the 
left pertains to when river stage is lower than the river bank height while case on the right 
has river stage larger than the bank height. We note that for the both cases shown above, 

uz)(   in Eq. (15) will be (z+ 2 ) 
 
 

  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 6. Graphic on the left shows how PIHM defines the depth of macropores (macD). 
The surface “skin-depth” 2d is defined as the depth over which the infiltration is 
calculated. The conceptual model of infiltration/exfiltration based flow is shown in the 
right graphic where the system is divided into a dual matrix with micropore and 
macropore media 
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Fig. 7. Distributed data map of a) Precipitation (Nov, 1983) b) Temperature (Nov, 1983) c) Soils 
d) Geology e) Elevation and f) Land Cover for Little Juniata Watershed. Data sources are listed in 
Table 3  
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Fig. 8. Modeled groundwater head (MGwH) vs. Observed groundwater head (OGwH) for 
the observation wells (shown in the lower graphic) for the 1983 -84 period of the model 
run. Data source for observed head:  http://nwis.waterdata.usgs.gov/nwis/gw 
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Fig. 9. Modeled and Observed ground water depth time series. Data source for observed 
head:  http://nwis.waterdata.usgs.gov/nwis/gw 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Observed and Modeled Streamflow at a) Little Juniata River Observation Station 
b) Bald Eagle Creek Observation station. Data source for observed head:  
http://nwis.waterdata.usgs.gov/nwis/sw 
 
 

0

1800000

3600000

5400000

7200000

9000000

10800000

12600000

14400000

16200000

18000000

0 60 120 180 240 300 360 420 480 540 600 660 720

S
tr

ea
m

fl
o

w
 (

m
^3

/d
) 

 .

0

0.03

0.06

0.09

0.12

0.15

0.18

0.21

0.24

0.27

0.3

Days

P
re

ce
p

 (
m

/d
)

Observed Modeled Precep

Event 1 Event 2 

(a) 

(b) 

0

500000

1000000

1500000

2000000

2500000

3000000

3500000

4000000

4500000

5000000

0 60 120 180 240 300 360 420 480 540 600 660 720

S
tr

ea
m

fl
o

w
 (

m
^3

/d
) 

 .

0

0.03

0.06

0.09

0.12

0.15

0.18

0.21

0.24

0.27

0.3

Days

P
re

ce
p

 (
m

/d
)

Observed Modeled Precep



 

 

0.000000

0.000100

0.000200

0.000300

0.000400

0.000500

0.000600

0.000700

0.000800

0.000900

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct

(G
7+

G
8
) 

(m
/d

).

Ev_NL DE_BL Mixed WL

W_GL Crop Urban Avg. (G7+G8)

0.000000

0.000200

0.000400

0.000600

0.000800

0.001000

0.001200

0.001400

0.001600

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct

G
9 

(m
/d

).
 

Ev_NL DE_BL Mixed WL

W_GL Crop Urban Avg. G9

0.000000

0.000100

0.000200

0.000300

0.000400

0.000500

0.000600

0.000700

0.000800

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct

G
4 

(m
/d

).

Ev_NL DE_BL Mixed WL

W_GL Crop Urban Avg. G4

0

0.00005

0.0001

0.00015

0.0002

0.00025

0.0003

0.00035

0.0004

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct


0
 (
m

).
 

Ev_NL DE_BL Mixed WL

W_GL Crop Urban Avg. IS

0

0.04

0.08

0.12

0.16

0.2

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct

M
o

n
th

ly
 P

re
c
e
p

. 
(m

) 
  
.

0

1

2

3

4

5

6

L
A

I

Precep LAI

0

5000000

10000000

15000000

20000000

25000000

30000000

Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct

M
o

n
th

ly
 R

n
 (

J
/m

^
2
/d

) 
  

(c) (d) 

(e) (f) 

(a) (b) 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. a) Average monthly interception storage for different land cover types. 
Expectedly, variation in interception storage is correlated with precipitation. b) Variation 
of monthly precipitation and LAI. c) Monthly average of incoming solar radiation d) 
Monthly aveage of evaporation from interception storage ( 4G


) shows signatures of its 

dependence on interception storage (maximum in August) and Incoming solar radiation 
(maximum in June e) Temporal variation in monthly transpiration ( 9G


) has a strong 

dependence on LAI and radiation. f) Monthly evaporation from overland flow and the 
upper soil layer ( 87 GG


 ) is found to follow annual cycle of temperature and radiation 
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Fig 12: a) Variation of fractional loss components (transpiration and interception loss) 
with respect to total evapotranspiration. We note that when fraction of transpiration to 
total evapo-transpiration increases, the corresponding fraction of interception loss 
decreases and vice-versa. b) Annual variation of daily interception loss rate, 4G


 (Annual 

average 4G


 = 0.000288 m/d) c) Annual variation of daily transpiration loss rate, 9G


 

(Annual average 9G


 = 0.000466 m/d) d) Annual variation of daily evaporation rate from 

ground, 87 GG


  (Annual average 87 GG


 = 0.000387 m/d). e) Average monthly 

precipitation and evapotranspirative loss f) Relative percentage contribution of each 
evapo-transpirative flux component 
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Fig. 13. Spatial pattern of annual average evaporation from a) canopy and b) transpiration  closely 
reflect the vegetation pattern. (shown in (d)). Spatial pattern of ground evaporation (shown in (c)) 
strongly depends on the depth of ground water and recharge pattern. Figure (e) shows that the 
variation of evaporation from ground ( 87 GG


 ) along a transect across the valley (shown as a 

rectangular strip in (c)) follows an inverse relationship to ground water depth (and elevation). 
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87 GG


 are larger where there are shallow groundwater conditions (at lower elevations) and vice-

versa 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. (a) Spatial distribution of annual average flow in the stream network of Little Juniata 
Watershed. b) Maximum and c) minimum flow in each section of river. d) Baseflow (BF) and e) 
overland flow (OLF) contribution to river per unit length of stream varies heterogeneously 
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depending on local topography and hydrogeologic properties. f) Base flow contribution (BF) to total 
streamflow (SF) varies temporally throughout the year 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 15. The first graphic shows the temporal variation of spatially averaged recharge to 
groundwater for the entire watershed. The second figure is the spatial distribution of 
average annual recharge. We note that recharge is more often negative from July to Oct 
(with the exception of during and after storm events). This is the result of the significant 
negative potential created in unsaturated zone during the summer drought. On the other 
hand, localized high recharge rates (blue color, dark grey in black and white) are 
observed where convergent topography focuses surface runoff and infiltration in high 
permeability or macroporous soils and bedrock. These are likely sites for wetland 
conditions.   
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(c)  intermittent channel 
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Fig. 16. (a) Shows the percent of time each stream section is gaining (GS) during the period of 
simulation. Distribution of gaining and loosing sections of stream along with typical streamflow-
aquifer dynamics for three cases viz. b) predominantly gaining, c) intermittently gaining and loosing 
and d) always loosing 
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Fig 17: Complexity of flow at stream junctions. Mouth of the tributaries that drain to a 
large and deep river are prone to be losing reaches, particularly in dry conditions because 
of large depression created by the main river. Similar behavior is observed at multiple 
locations (marked by bounded rectangles in top-left figure) across the watershed. 
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Fig 18: Nonlinear state effects on seasonal forcing.  Two events of 10 day duration each, 
one from winter (Event 1) and the other from summer (Event 2), produce markedly 
different hydrographs as shown in (a) for Event 1 and (b) Event 2. (c-d) show that the 



 

 

total evapotranspiration loss during Event 2 is much larger than for 1. Thus the net 
available water for overland flow (e-f) and base flow (g-h) to the river is less for Event 2.   
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 19: Vertical cross-section of a subsurface control volume 
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